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Al as a plot of Hollywood blockbusters ' :{I
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Al as an academic discipline
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Al as state of the art and avantgarde informatics (Dilemma of Al:
»As soon as it works, no one calls it Al anymore ...“*)

/{ * John McCarthy (1927-2011), one founding father of Al



Al as state of the art: document intelligence 'm
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WTS-DFKI -Study: “Al in the Taxation World” (2017)

Artificial Intelligence
in the Taxation World

Innovation study on digitalisation and the potential
of artificial intelligence in the taxation world
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Al in the world of taxation: developed prototypes at DFKI ' m

Duty Rate Prediction
Determination of duty rates
based on purchase orders

Q&A
Intelligent chatbot for answering
free-text tax questions in natural
language

Visual Analytics
Visualization of goods

and invoice flows
Content Analysis

and Routing
Content analysisrand Sensitivity Analytics
intelligent allocation Sensitivity analysis with Argumen-
of tax requests regard to e.g. transfer prices tation
Insight vs. sales tax Natural

Language

Processing ARGUMENTUM
Automation Identification of argumentative
structures and argumentation

patterns in court decisions

Under-
standing

Advanced
q Process
Analytics cognitive T .
RPA transparency NeuMU
Neural machine
translation of tax-specific

Anomaly Detection texts with technical

Detection of anomalies VAT Determination cognitive RPA Process Mining vocabulary
in transactional data like Neural learning of rules Robot-supported process Use of big data technologies
corporate customs or VAT and regulations for VAT automation in LTVD- to create process transparency,
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XAl as a “hot topic” in core Al research .

NEURIPS RESEARCH TOPICS: NUMBER of ACCEPTED PAPERS on INTERPRETABILITY and EXPLAINABILITY, 2015-21
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Trustworthy Al

INDEPENDENT
HIGH-LEVEL EXPERT GROUP ON

ARTIFICIAL INTELLIGENCE

SET UP BY THE EUROPEAN COMMISSION

* X
* L x

* *
K o K

ETHICS GUIDELINES
FOR TRUSTWORTHY Al

Trustworthy Al has three components, which
should be met throughout the system's entire life
cycle:
1. it should be lawful, complying with all
applicable laws and regulations
2. it should be ethical, ensuring adherence
to ethical principles and values and

3. it should be robust, both from a
technical and social perspective

XAl is defined as a technical method to ensure
that Trustworthy Al principles can be incorporated
in the design, development and use phases of an
Al system

source: https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai



XAl history: the concept of explanation is a multi-faceted,
non-monolithic 'm

explanation for explanations for advanced
expert systems black-box Al-based systems
@ 1970s- @ 1990s-
1980s 2000s
ASPECTS
s(;l,;]‘\’,ﬁ‘“:m | theoretical and practical foundations for

EXPLANATION | explanations from intelligent systems
, (driven by IS community and others)

by CARL G. HEMPEL
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Classical architecture (early XAl systems)

Acquisition Machine learning
module (induction strategies)
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User

Source: Wikipedia (2023)

source: Forsyth (1984)
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XAl idea for machine-learning models 'm

Training Learned
Data Function
TOday f @ )i Decision R
Machine
Learning
Training Learned
Data Function N * lunderstand why
) SECI'S'O'“_ & « I understand why not
xplanation . )
Future | know when you’ll su_cceed
* | know when you’ll fail
: . v « I know when to trust you
Machine Explanation Explanation

Learning Method Interface | know why you erred

based on Gunning (2017)




XAl example: computer vision (1/2)

A

(a) Original Image (b) Explaining FElectric guitar (c) Explaining Acoustic guitar  (d) Explaining Labrador

Figure 4: Explaining an image classification prediction made by Google’s Inception neural network. The top
3 classes predicted are “Electric Guitar” (p = 0.32), “Acoustic guitar” (p = 0.24) and “Labrador” (p = 0.21)

source: Ribeiro et al. (2016)

15



XAl example: computer vision (2/2)

i

(a) Husky classified as wolf (b) Explanation

Figure 11: Raw data and explanation of a bad
model’s prediction in the “Husky vs Wolf” task.

source: Ribeiro et al. (2016)
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Objective: Explaining ML-based tax decision models

Assets in the
balance sheet

Total liabilities

Previous
inspections

Personnel costs

Association for Information Systems

AlIS Electronic Library (AlSeL)

Operating Travel
Wirtschaftsinformatik 2021 Proceedings Track 8: Smart City & E-Government
expenses expenses
- Explainable Artificial Intelligence (XAl) Supporting Public
Turnover before Maintenance Administration Processes — On the Potential of XAl in Tax Audit
taxes ' N\ costs Processes

A|-baSEd SO|UtI0n fOI’ Nijat Mehdiyev

German Research Center for Artificial Intelligence (DFKI), Universitét Saarland
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1 Oliver Gutermuth
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. German Research Center for Artificial Intelligence (DFKI), Universitét Saarland
Explanation of the

Black-Box Model and
its* Outcomes

Follow this and additional works at: https:/aisel aisnet.org/wi2021

Nijat; Houy, C: Oliver; Mayer, Lea; and Fettke, Peter, ‘Explainable Artificial
Intelligence (XAl) Supporting Public Administration Processes ~ On the Potential of XAl in Tax Audit
* (2021). Wir i ik 2021 ings. 5.

https://aisel.aisnet.org/wi2021/SSmartCity/Track08/5

This material is brought to you by the Wirtschaftsinformatik at AIS Electronic Library (AlSeL). It has been accepted
for inclusion in 2021 by an of AIS Electronic Library
(AISeL). For more information, please contact elibrary@aisnet.org

source: Mehdiyev et al. (2021)
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Decision prediction
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Decision prediction
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Decision prediction using deep learning

Decision Support Systems 100 {2017) 129-140

Contents lists available at ScienceDiract

Decision Support Systems

journal homepage: www.slssvisr.com/locate/dss
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1. Introduction

Being able to predict the future behaviour of a business process
is an important business capability [1]. As an application of predic-
tive analytics in business process management, process prediction
exploits data on past process instances to make predictions about
current ones [2]. Example use cases are customer service agents
responding to inquiries about the remaining time until a case is
resolved, production managers predicting the completion time of
a production process for better planning and higher utilization, or
case managers identifying likely compliance violations to mitigate
business risk.

We present a novel approach to predicting the next process
event using deep learning. While the term “deep leamning™ has only
recently become a popular research topic, it is essentially an appli-
cation of neural networks and thus looks back on a long history
of research [3]. Recent innovations both in algorithms, allowing
novel architectures of neural networks, and computing hardware,
especially GPU processing, have led to a resurgence in interest for
neural networks and popularized the term “deep learning” [4]. Our
approach is motivated by applications of neural networks to natu-
ral language processing(NLP). more specifically the prediction of the
next word in a sentence [5-7]. By interpreting process event logs

* Correspanding author.
E-miil address: jevermanni@mun.ca (| Evermann).

dbcdoi org 10101 6/j.dss. 2017.04 003
36/ 2017 Elsevier B, All ights reserved,

as text, process traces as sentences, and process events as words,
these techniques can be applied to predict future process events. The
contribution of our research is threefold:

1. We improve on the state-of-the-art in process event predic-
tion. Our results show our method has considerably better
precision on next-event prediction.

‘We demonstrate that an explicit process model is not neces-
sary for prediction. Deep learning models, where the process
structure is only implicitly reflected, can perform as well as
explicit process models.

We contribute to process management in general by showcas-
ing the useful application of an artificial intelligence approach,
illustrating that business process management can benefit
from the application of smart approaches.

[

W

Our research is located at the intersection of business process
management, in particular process mining, and artificial intelligence
(AI) and machine learning. We bring together historic process data
‘with an Al learning technology to leverage real-time case manage-
Ment, Opening new perspectives into process execution, monitoring,
and analysis. Extending existing solutions to novel problems (“exap-
tation”) is a recognized and valid way to make a contribution in
design science [8]. which is the research approach we apply here. We
not only provide a new approach. rooted in Al to predicting the next

source: Evermann et al. (2021)

ISIoN

ining Preci

Tra

Training Precision by Epoch

0.8 1

o
(o))
|

o
=
|

0.2 H

BPIC 2012 A

BPIC 2012 O

BPIC 2012 W Completion Events (Resource)
BPIC 2013 Incidents (Group)

BPIC 2013 Problems

0000

| | T |
20 40 60 80

Epoch

100

ISion

Validation Prec

Validation Precision by Epoch

0.8

0.6 H

0.4 1

0.2 1

T e e B R B

20 40 60 80 100
Epoch

21



XAl-framework for explaininig ML-based tax decisions

Objectives

Explainable

Tax
Decisions

Generation
Time

based on: Mehdiyev, Fettke (2009) and Mehdiyev et al. (2021)

Audience

Goal

Approach

QOutcome

Time

XAl Scenario 1

Tax Auditors

Justification
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the model
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Explanation of feature importance
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More explanation approaches
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Guidelines for understanding and designing XAl tax systems .m

legal prose
(laws, expert
opinions etc.)

Guideline I: Develop tax model
*  Model architecture of tax system

* Model tax data

*  Model tax processes

Guideline II: Communicate explanations

« Design specific user interfaces for XAl-powered solutions

* Incorporate findings from cognitive sciences to transfer the generated
explanations effectively

*  Explore relevant provision mechanisms considering process
characteristics

Guideline Ill: Generate and evaluate explanations

*  No “one fits all” XAl solution

+ Explanation generation and evaluation should be approached more
holistically, considering users’ mental models, situation context, and
other relevant aspects

Guideline IV: Develop and evaluate machine learning model

* Interpretable models should be first explored and used if they are
capable of delivering relevant outcomes

* Need for a black-box model should be checked in terms of business and
technical success criteria

based on: Fettke, Mehdiyev (2022)
26



TaxTech — The fourth discipline of taxation and the TaxTech-House ' n{I
of the digital tax function for good tax governance =

VI Management
strategy, process management,
selection- and implementation of
standard software, process innovation

Business
Administration

V Innovation and Technology-Radar
Blockchain, Al-maturity models, best-practices, business models

1l Data Ana]ytics 1V Intelligent Systems
statistical data analysis knowledge-based systems, learning
multidimensional data analysis, Data systems, systems for anomaly detection,

o . . dialogue- and assistance systems, systems
Mining, Text Mining, Process Mining | o robot-supported process automation

Il Technical Basic Systems
Database systems, non-standard-database systems, workflow-systems

| Methological Foundations
terminology, taxonomy, modelling, architecture

source: Fettke (2019)
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Thank you for your attention!

Contact

Professor Dr. Peter Fettke

German Research Center for Artificial Intelligence (DFKI) and
Saarland University

Campus D 3 2

66123 Saarbruecken, Germany

peter.fettke@dfki.de, http://www.dfki.de

Phone: +49 681 85775-5142, Fax: -3696
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