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The framework of coherent risk measures has been introduced by Artzner et al.
(1999; Math. Finance 9, 203-228) in a single-period setting. Here, we investigate a
similar framework in a multiperiod context. We add an axiom of dynamic consistency
to the standard coherence axioms, and obtain a representation theorem in terms of
collections of multiperiod probability measures that satisfy a certain product property.
This theorem is similar to results obtained by Epstein and Schneider (2003; J. Econ.
Theor. 113,1-31)and Wang (2003; J. Econ. Theor. 108,286-321) in a different axiomatic
framework. We then apply our representation result to the pricing of derivatives in
incomplete markets, extending results by Carr, Geman, and Madan (2001; J. Financial
Econ. 32, 131-167) to the multiperiod case. We present recursive formulas for the
computation of price bounds and corresponding optimal hedges. When no shortselling
constraints are present, we obtain a recursive formula for price bounds in terms of
martingale measures.

KEY WoORDS: coherent risk measures, acceptability measures, dynamic consistency, robustness, op-
tion pricing, incomplete markets

1. INTRODUCTION

The seminal work of Artzner et al. (1999) on coherent risk measures is focused primarily
on supervisory applications. Specific examples discussed in the paper concern the rules for
capital adequacy in the 1996 Amendment to the 1988 Basel Accord, and the margin rules
of the Chicago Mercantile Exchange and the U.S. Securities and Exchange Commission.
The axioms for acceptability that were put forward by Artzner et al. differ from the axioms
that have been used traditionally in statistical decision theory. Yet, it is clear that the
regulatory issues can be formulated as decision problems, and moreover there are many
other situations where both the classical axioms of decision theory and the coherence
axioms adopted by Artzner et al. can be taken into consideration. One may, for instance,
think of capital budgeting decisions, the determination of premia for insurance contracts,
and the pricing of derivatives in incomplete markets.
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The coherence axioms in Artzner et al. (1999) lead to acceptability measures of the
form

(L.1) ¢(X) = inf EpX,

where X is a function from a (finite) set 2 to R, and P is a class of probability measures on
Q.! One may compare (1.1) to the criterion obtained by Gilboa and Schmeidler (1989)
from a set of decision-theoretic axioms. The Gilboa—Schmeidler criterion corresponds to
a utility specification of the form

(1.2) U(X) = inf Eelu(X)]

where X and P are defined as above, and where u(-) is a utility function. The interpretation
given by Gilboa and Schmeidler to the class of probability measures P, and which their
axiom system is designed to reflect, is that this class represents ambiguity in the sense
of Ellsberg (1961). There is no explicit appeal to ambiguity in Artzner et al. (1999). The
suggested interpretation of the class P in this paper is just that it represents a set of
(generalized) scenarios to be used in risk assessment.

Depending on one’s perspective, the Gilboa—Schmeidler robust expected utility frame-
work might be described as “richer” or as “more complicated” than the coherence frame-
work of Artzner et al. (1999). Of course, in view of the many different situations to which
statistical decision theory applies, it would be pointless to argue a preference for either of
the two frameworks over the whole range of applications; we come back below to a discus-
sion of specific circumstances in which the coherence axioms may be reasonable. From a
purely technical point of view, the coherence framework offers substantial simplifications
with respect to the robust expected utility framework. In fact, the decision problem in
Gilboa and Schmeidler (1989) is formulated in terms of the randomization device that
was introduced by Anscombe and Aumann (1963) to simplify Savage’s (1954) axioma-
tization of subjective expected utility. Casadesus-Masanell, Klibanoff, and Ozdenoren
(2000) succeeded in obtaining a derivation of the Gilboa—Schmeidler utility specifica-
tion without making use of Anscombe-Aumann lotteries. Compared to the long proofs
in Gilboa and Schmeidler (1989) and Casadesus-Masanell et al. (2000), the coherence
criterion (1.1) can be obtained in a relatively straightforward way from standard results
on the representation of convex sets. As noted in Artzner et al. (1999), this was in fact
already done by Huber (1981) in the context of robust statistics.

Several proposals have been made in recent years that aim at expressing ambiguity
aversion in a continuous-time environment. A “robust control” framework that penal-
izes deviations from a reference measure has been developed for this purpose by Hansen,
Sargent, and co-authors (see, e.g., Hansen and Sargent 2001; Hansen et al. 2001). Chen
and Epstein (2002) have formulated a continuous-time multiple-priors utility specifica-
tion, following the recursive multiple-prior specification for discrete-time decision prob-
lems of Epstein and Wang (1994). The Hansen—Sargent framework has been adapted for
applications in portfolio choice by Maenhout (2004), and this adaptation was extended
further by Uppal and Wang (2003). While these adaptations certainly add to the tractabil-
ity of the resulting optimization problems, they lead to the difficulties in interpretation

! Actually the paper of Artzner et al. (1999) uses risk measures rather than acceptability measures. We
changed the terminology here to facilitate comparison with common formulations in decision theory, and
also to stress the applicability of the same notion in different contexts. The difference between the risk
measures p(X) of Artzner et al. (1999) and the acceptability measures ¢(X) used here is just a change of
sign (¢(X) = —p(X)). For simplicity reasons we ignore discounting. Artzner et al. (2003) use the term “risk
adjusted values” for what we call acceptability measures.
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and it has been questioned by Pathak (2002) whether the original robustness motiva-
tion is still valid under Maenhout’s transformation. The robust control framework can
be linked to the stochastic differential utility of Duffie and Epstein (1992); see Maen-
hout (2004), Hansen et al. (2001), and Skiadas (2003). None of the various proposals for
continuous-time versions of the Gilboa—Schmeidler specification has been supplied with
an axiomatic foundation. However, axiom systems that support discrete-time recursive
multiple-priors utility have been proposed recently by Wang (2003) and by Epstein and
Schneider (2003).

In this paper, we consider an axiom scheme that supports an extension of coherent
acceptability measures to a multiperiod setting. As in Wang (2003) and Epstein and
Schneider (2003), we limit ourselves to a finite-state setting (tree models). To the axioms
of Artzner et al. (1999), we add an axiom of dynamic consistency that is similar to,
although not quite the same as, the axioms of the same name that are used by Wang
and by Epstein and Schneider. Roughly the axiom says that, if a position is acceptable
at the next time instant under all possible scenarios, then this position is also acceptable
now. We obtain a representation theorem for multiperiod acceptability measures, which
extends the atemporal result in Artzner et al. (1999). Similar representation theorems
have been obtained independently by Artzner et al. (2003) and by Riedel (2003).

As is not surprising, both the formulation of the axiom systems and the proof of the
representation theorem are considerably simpler in the multiperiod coherence frame-
work than in the multiperiod Gilboa—Schmeidler framework. One may, of course, ask
whether there are important applications in which the axioms of coherent acceptability
measures can be viewed as reasonably applicable. In addition to the regulatory applica-
tions considered in Artzner et al. (1999), we would like to mention here the problem of
derivative pricing in incomplete markets. In particular, we focus attention on the mar-
kets that are incomplete due to the presence of unhedgable risks rather than to other
factors such as illiquidity, inaccurate information, transaction costs, constraints on trad-
ing, or indivisibility of assets. As argued by Carr et al. (2001) in an atemporal setting,
coherent acceptability measures may be applied to obtain price bounds for derivative as-
sets in such markets. In particular, the positive homogeneity axiom,?> which is debatable
in the case of individual decision making, can be seen as justified in the incomplete-
market context because risks can be split over many market participants. The pricing of
derivative assets in incomplete markets is in fact our main background motivation in this
paper.

In addition to the axiomatics and the representation theorem, in this paper we also
consider some issues related to the use of coherent acceptability measures. As noted
above, acceptability measures can be employed to obtain price bounds for derivatives in
incomplete markets. This follows a line of reasoning that has been employed by several
authors, who have argued that price bounds for derivative assets in incomplete markets
obtained from strict arbitrage arguments (“superreplication”) are often too wide to be
practically useful, and that tighter limits (“good-deal bounds™) can be obtained from the
use of suitable measures of acceptability. Examples include Cochrane and Saa Requejo
(2000), Bernardo and Ledoit (2000), Jaschke and Kiichler (2001), and Cerny and Hodges
(2002). An alternative approach to pricing in incomplete markets can be based on cali-
bration of a family of risk-neutral processes to option prices (see for instance Hull and
White 1990; Heston 1993; Madan, Carr, and Chang 1998).

2 The axiom of positive homogeneity states that the degree of acceptability of a position is proportional
to its size; see Section 2.1.
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The “good-deal” approach to pricing in incomplete markets does not require by itself
that the acceptability measure used should be coherent, and not all authors work with
coherent measures; for instance Cochrane and Sad Requejo (2000) use the Sharpe ratio.
However, coherent acceptability measures do have a special relevance in that they create
a direct link between the “good-deal” approach and the method based on calibration.
Indeed, it has been shown by Carr et al. (2001) that absence of strictly acceptable op-
portunities, where acceptability is defined in terms of a given coherent measure, implies
that the pricing measure must be a nontrivial convex combination of the test measures
used in the specification of the given acceptability measure. In this paper, we show that,
under the dynamic consistency axiom, this result carries over to the multiperiod context.
In other words, calibration over martingale measures can be restricted to the convex
combinations of the probability measures that are used to define the acceptability mea-
sure. Therefore, if for a given market one finds a specification of an acceptability measure
that is successful in that the bounds that it produces are confirmed by the data, then the
collection of probability measures that is used in this specification is also a good candi-
date to serve as the basis of a calibration exercise aiming at obtaining more precise price
estimates.

The third issue to be discussed in this paper concerns tractability. A key aspect of multi-
period models is the possibility of dynamic hedging, and more generally it is of interest to
compute portfolio strategies that are optimal with respect to a given acceptability measure.
Papers that consider optimal portfolio strategies for multiple-priors utility specifications
in continuous time include Cvitani¢ and Karatzas (1999), Uppal and Wang (2003), and
Kirch (2003). In the multiperiod setting of this paper, we show that dynamic consistency
implies the existence of a recursive algorithm for the computation of optimal strategies.

The dynamic consistency axiom leads to a property of the representing collection of
probability measures which we call the “product property.”® This property essentially
means that the collections of probability measures that are used as test measures for
a given acceptability measure must be constructed as products (in a suitable sense) of
collections of single-period measures. The property simplifies specification considerably.

An aspect that we do not consider in this paper is learning. Neglect of this aspect
may be viewed as defendable, for instance, in a world that is nonstationary on a long
timescale and in which agents have already learned essentially everything that can be
learned given the limits of inference. Of course, in other situations it can be important to
consider learning; see Wang (2003) for a discussion in the multiperiod Gilboa—Schmeidler
framework.

Several recent papers including Cvitani¢ and Karatzas (1999) and Frittelli and
Scandolo (2004) have considered risk measures that are “dynamic” in the sense that
they refer to the acceptability of streams of payments rather than single payoffs, but
not in the sense that the risk measure itself is a process. Artzner et al. (2003) take both
aspects into account. In this paper, we consider only payoffs at the final time, so our
acceptability measures are only dynamic in the sense that they are defined as processes.
One may incorporate intermediate cash flows by assuming that these are invested in a
riskless asset that pays out at the final time; in this way any payment that is received at a
nonfinal node is added to the payoff at all corresponding final nodes. In general, such an
assumption is somewhat arbitrary and may not be justified. However, in many cases it
may be reasonable to assume that there is freedom in portfolio rebalancings so that any

3 Terminology differs across papers: Epstein and Schneider (2003) use the term “rectangular,”
Artzner et al. (2003) speak of “multiplicative stability,” and Riedel (2003) just uses “consistency.”
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investments in riskless assets can be undone. With this proviso, intermediate payments
can be easily incorporated in the setting of the present paper.

The paper is organized as follows. In Section 2, we consider the axiomatics, and prove
the representation theorem. We then turn to pricing in incomplete markets and to optimal
hedging in Section 3. The validity of the dynamic consistency axiom is discussed in Section
4, and conclusions follow in Section 5. Some of the technical proofs have been collected
in the Appendix.

Throughout the paper, we take the unit of accounting to be a suitably chosen numeéraire.
In this way the complexity of the notation is somewhat reduced; in particular there is no
explicit mention of interest rates.

2. AXIOMATICS AND THE REPRESENTATION THEOREM
2.1. Single-Period Setting

Here, we briefly review the axiomatic setting for risk measures that was proposed by
Artzner et al. (1999), with some (simple) modifications: acceptability measures are used
instead of risk measures, and we do not consider discounting. Let © be a finite set, say
with n elements. The set of all functions from Q to R will be denoted by X' (Q)(~R").
An element X of X(R2) is thought of as a representation of the position that generates
outcome X (w) when the state w € Q arises. An acceptability measure defined on Q is a
mapping from X' (€2) to R. The number ¢(X) that is associated to the position X € X (£2)
by an acceptability measure ¢ is interpreted as the “degree of acceptability” of the position
X. An acceptability measure is said to be coherent if it satisfies the following four axioms,
where 1 : Q@ — R is defined by 1(w) = 1 for all w:

o translation property: $(X + nll) = ¢(X) + n for all n € R,
o superadditivity.: $(X, + X2) > ¢(X1) + ¢(X2),

® positive homogeneity: p(AX) = Ap(X) for all 1 > 0,

e monotonicity: X > Y implies ¢(X) > ¢(Y).

Here, we write X > Y if X(w) > Y(w) for all w € Q. A general motivation of the above
principles is provided by Artzner et al. (1999).
The following result is fundamental.

THEOREM 2.1 (Artzner et al. 1999, Prop. 4.1; Huber 1981, Prop. 10.2.1). An accept-
ability measure ¢ defined on a finite set Q is coherent if and only if there exists a family P
of probability measures on Q such that, for all X € X(Q),

2.1 ¢(X) = inf EpX.

If an acceptability measure ¢ satisfies (2.1), it is said to be represented by the family P
of probability measures, and the probability measures in the collection P are sometimes
referred to as “test measures” for ¢. The above theorem can be generalized to the case of
infinite sample spaces 2 if either the representation by probability measures is replaced by
a representation in terms of finitely additive measures, or a continuity property is added
to the coherence axioms (see Delbaen 2002; Follmer and Schied 2002a—c).

If ¢ is a coherent acceptability measure, then ¢(n1l) = n for all € R; this follows from
the axiom of positive homogeneity (which implies ¢(0) = 0) and from the translation
property. For convenience we introduce a separate term for this property.
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DEFINITION 2.1. An acceptability measure ¢ on a sample space Q2 is said to be nor-
malized if ¢(nll) = n for all n € R.

In particular, if the set Q consists of only one element w, then the only normalized
acceptability measure is ¢(X) = X(w). The case in which all uncertainty has been re-
solved will be used below in the multiperiod context as a starting point for backward
recursions.

2.2. Multiperiod Setting

We now pass to a multiperiod setting. To keep the context as simple as possible we still
work with a finite sample space 2 (following Artzner et al. 1999 and Carr et al. 2001),
but we consider each sample now as a discrete-time trajectory. We begin with introducing
some notation and terminology that will be needed below.

2.2.1. Notation and Conventions. Let T be a positive integer indicating the number
of time periods over which we consider our economy. Let 4 be a finite set which we will
refer to as the “event set.”* Define 2 as the set of all sequences («1, . .., a7) wWith o; € 4;
we refer to such sequences as “full histories.” The collection of sequences (a7, ..., @;) of
length 7 (1 < v < T) will be denoted by ;. We write Q/ := U<, for the set of all
sequences of length at most 7. The collection Q7 is also written simply as €', and we
write Q" := Q._,. Elements of both Q" and ©” will be referred to as “partial histories,”
where the term “partial” should be interpreted in a nonstrict sense in the case of " and
in a strict sense in the case of Q.5 The length of a sequence o’ € €' is denoted by (o).
The set € of sequences of zero length consists of a single element that we denote by 0;
this element represents the initial state of the economy. For w = (¢4, ..., a7) € 2 and
1 <t < T, define the t-restriction w|, as (ay, ..., a;). If asequence 0’ = (g, ..., ;) isa
prefixof w € Q (i.e., 0w = w|,), we write ®’ < w. The collection of all sequences beginning
with a given sequence ' is denoted by F(o') := {w € Q| o’ < w}. We denote by F, the
algebra generated by the sets F(w') with ' in the set Q. of sequences of length exactly ;
in the present setting in which we have a finite sample space, this is, of course, the same
as the o-algebra generated by these sets. The collection F7 is the set of all subsets of .
The concatenation of a sequence ' = (a1, ..., @;) with an element « € 4 is the sequence
(aq, ..., ar, @), which we write simply as «'a. In this paper, we adopt the conventions
infy = min¥) = coand 0- co =0/0 = 0.

2.2.2. Multiperiod Acceptability Measures. Consider a sequence space €2 as defined
in the previous subsection. In the multiperiod setting, the acceptability of a given position
should be considered not only as a function of the position itself, but also as a function
of available information.

We still define a “position” as a mapping X from @ to R. Such a mapping may
be restricted to the set F(w') consisting of all sequences beginning with «’. The re-
stricted mapping X| () defines a position on F(w'). We slightly extend the definition by

4 This terminology is appropriate in particular for tree models; for instance in binomial models the event set
consists of two elements (“up” and “down”). The framework that we use below applies equally well, however,
to models obtained from discretization of a continuous state space, where 4 would rather be thought of as
a representation of a grid in the state space.

3 In the context of a nonrecombining tree model, there is a one-one relation between the elements of €’
and the nodes of the tree. The elements of © correspond to final nodes, and those of Q” to pre-final nodes.
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acceptability measures that was given before by allowing that the degree of acceptability
of a given position can be co. So, an acceptability measure on F(w') is a mapping from
F(') to the extended real line R U {c0}.

DEFINITION 2.2. A multiperiod acceptability measure on the sequence space 2 is a
mapping that assigns to each partial history o’ € Q' an acceptability measure on F(w').

The acceptability measure on F(w’) that is provided by a multiperiod acceptability mea-
sure ¢ will be denoted by ¢(- | ®’); the element of the extended real line associated by
this mapping to a position X on F(w') is denoted by ¢(X | »’). When X is a position
on Q, we also write ¢(X | ') instead of ¢p(X|r() | @'). The situation at the initial time is
represented by the sequence of zero length; instead of ¢(X | 0), we write ¢(X). Under the
normalization condition (Definition 2.1), we have ¢(X | w) = X(w) for all w € Q.

We say that a multiperiod acceptability measure is coherent if all partial-information
acceptability measures ¢(- | ') are coherent on F(w'). This implies in particular that, for
all positions X and Y and for all partial histories «’, the following holds:

22)  ife(X|o)>¢(Y|w) forall w>a, then(X|w)> (Y|

We will say that a multiperiod acceptability measure satisfies the stepwise monotonicity
condition if the following condition holds for all positions X and Y and for all partial
histories o’ € Q”:

23) if¢p(X|wa)>¢(Y|o'a) forall o€ 4, then@(X|w')> ¢(Y|a).

The example below shows that there exists situations in which the monotonicity property
(2.2) is satisfied but the stepwise monotonicity property (2.3) does not hold.

EXAMPLE 2.1. Consider a two-period binomial tree; that is, let 4 = {u, d} and Q =
{uu, ud, du, dd}. Specify an acceptability measure for products on 2 by

(24 $(X| &) = min(Ex[X| o)),

where Py is the probability measure that is obtained by assigning probability 0.6 to a u
event and 0.4 to a d event, and P is obtained by reversing these probabilities. Clearly, ¢
is a coherent multiperiod acceptability measure. Consider a position X that pays 100 if
ud or du occurs, and that pays nothing otherwise (a “butterfly”). As is easily computed,
we have ¢(X) = 48 whereas ¢(X |u) = ¢(X | d) = 40. Comparing the position X to the
position Y that pays 44 in all states of nature, we see that ¢ is not stepwise monotonic.

Several authors including Wang (2003) and Epstein and Schneider (2003) use the term
“dynamic consistency” for essentially the property that we refer to here as stepwise mono-
tonicity. We prefer to define the notion of dynamic consistency on the basis of a stronger
premise, which may make this property easier to establish in some cases. As we show
below, the notions of stepwise monotonicity and dynamic consistency (in our sense) are
actually the same under the coherence assumption.

DEFINITION 2.3. A multiperiod acceptability measure ¢ defined on a sequence space
Q is said to be dynamically consistent if for all partial histories o’ € Q" and all positions
X and Y we have

2.5) if¢p(X|o'a)=¢(Y|o'a) forall o€ 4, then@(X|w')=¢(Y|w).
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PROPOSITION 2.1. A coherent multiperiod acceptability measure is dynamically
consistent if and only if it is stepwise monotonic.

Proof. Tt is immediate that stepwise monotonicity implies dynamic consistency,
even without the coherence assumption. To show the converse, let ¢ be a coherent
and dynamically consistent acceptability measure, and suppose that the positions X
and Y and the partial history o’ € Q" are such that ¢(X |w'a) > ¢(Y | o'«) for all
o € A. Define a position X on F(o') by X(w) = ¢(X| ') if w > o'a, and define ¥ sim-
ilarly. Because ¢(- | w'«) is normalized, we have ¢(X|w'a) = ¢(X|w'«) for all a € 4,
and therefore, by dynamic consistency, ¢(X| ') = ¢(X|'). In the same way, it fol-
lows that ¢(¥| ') = ¢(Y|@'). Moreover, we have X(w) > ¥(w) for all w > ', which
shows, by the monotonicity property of ¢(- | '), that (X | ') = ¢(¥| &'). It follows that
P(X o) = ¢(Y | ). u

We introduce some further notation and terminology that will be needed below. To each
o' € Q, one can associate a single-period economy in which the events that may occur
(equivalently, the states of nature that may arise after one-time step) are parametrized
by the event set A. A single-period position is a mapping from A4 to R. A single-period
acceptability measure assigns real numbers to single-period positions.

Let a multiperiod acceptability measure ¢ be given. For any partial history o’ € Q”,
one can generate a position Xy on F(«’') from a given single-period position Y: 4 - R
by defining

(2.6) Xy(w) = Y(a) if o> da.

In this way we can introduce for each o’ € Q" a single-period acceptability measure
denoted by ¢,

2.7) b 1 Y ¢(Xy| o).

The following lemma is easily verified directly from the coherence axioms.

LEMMA 2.1.  If ¢ is a coherent multiperiod acceptability measure, then all single-period
acceptability measures ¢,y derived from ¢ are coherent as well.

Given a product X on the sequence space 2 and a multiperiod acceptability measure ¢,
we can define for each partial history a single-period position ¢(X | «’-) in the following
way:

(2.8) (X |0 :a— ¢(X|oa).

Since this is a single-period position, its acceptability may be evaluated by means of the
single-period acceptability measure ¢, . If ¢ is dynamically consistent, we have

29 (X | ) = b (D(X ]| ).

This implies that the multiperiod acceptability measure ¢ can be described in terms of
the conditional single-period acceptability measures ¢, .

An obvious way to construct a dynamically consistent acceptability measure is to start
by assigning a single-period acceptability measure ¢ to each partial history o’ € Q”
(for instance one may use the same acceptability measure for each w’) and then to define
¢(- | ') recursively by



COHERENT ACCEPTABILITY MEASURES IN MULTIPERIOD MODELS 597

P(X|w) = X(w) (w € Q),

(2.10) /
P(X| ) = ¢ (p(X|') (o € Q).

In the following lemma we verify some properties of this scheme. Extending the
terminology introduced in Definition 2.1, we say that a multiperiod acceptability measure
¢ is normalized if each measure ¢(- | @) is a normalized acceptability measure on F(«').

LEMMA 2.2.  The acceptability measure ¢ that is defined on the sequence space Q from
a family (¢ }oeq via the rule (2.10) is normalized if all measures ¢© are normalized, and
in this case we have ¢, = ¢ for all o' . Moreover, if all $* are coherent, then ¢ is coherent
as well.

Proof. The first claim follows easily by induction. To show that ¢,, = ¢*, take a
single-period position Y : 4 — R, and let Xy be defined as in (2.6). Due to the normal-
ization property we have ¢(Xy |w'a) = Y () for all & € 4, and so

¢ (V) = ¢( Xy | o) = ¢ ($(Xy| ') = ¢“ (V).

Since this holds for all Y, it follows that ¢, = ¢*'. Finally, the fact that coherence of ¢
follows from coherence of all ¢ can be verified by induction directly from the coherence
axioms. O

It follows from the lemma that any dynamically consistent acceptability measure can
be thought of as having been constructed from single-period acceptability measures by
means of the rule (2.10). For coherent risk measures, we can ask what this means in terms
of the representing collection of probability measures. This question is answered below.

2.2.3. Representation by Collections of Probability Measures. A probability measure P
on (2, Fr) can be defined in a straightforward way by assigning a probability to each
trajectory w. With slight abuse of notation, we denote the probability that w will occur
by P(w). The marginal probability of a sequence o’ € Q' is given, with some further abuse
of notation, by

(2.11) P(w) =Y P)=P(F()).

o' =zw
The conditional probability given a sequence o’ € ' of a sequence w > @' is given by

_ Pw)
T P(w)

(2.12) P(w| ")

We will also need the “single-period conditional probabilities” defined by

]P) /
(2.13) P« | o) = IPEZ)‘/’;).

For future reference we note the decomposition with respect to single-step marginals
(2.14) Plw|o) =P(a|o)P(w|o'a) if oa <o,

and the law of iterated expectations
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(2.15) E[X|o]= ) Po|o)Xw)

w>w'

=) Plo) Y Po]oe)Xw)

aeA w>w'a

= E]pS(. |w/)E[X| a)/a].

Given a collection P of probability measures on Q, we can define a multiperiod
acceptability measure ¢p by defining
2.16 X|o)= inf Ep[X|o
(2.16) Gr(X|w) = _inf  ElX|w)
for positions X and partial histories ’. To avoid having to deal with trivial exceptions,

we introduce as a standing assumption that risk measures satisfy an axiom of relevance
(cf. Artzner et al. 1999, p. 210; and Follmer and Schied 2002¢, p. 347).

AssuMPTION 2.1. If ¢ denotes a multiperiod acceptability measure, then, for all " €
Q,

(2.17) X<0 and X#0 implies ¢(X|w') <DO.

In other words, we assume that in (2.16) the union of supports of measures in P equals
Q.0

It is easily seen that a coherent acceptability measure is representable in the form (2.16)
if and only if the positions X that are acceptable given a partial history o’ are exactly those
for which the position X - 11 i, is acceptable at the initial time. Clearly, a multiperiod
acceptability measure need not satisfy this property even if it is coherent, since our general
definition implies no relations between the conditional acceptability measures related to
different partial histories. Multiperiod acceptability measures of the form (2.16) might
be called completely coherent. Example 2.1 shows that a completely coherent measure is
not necessarily dynamically consistent. It will follow from Theorem 2.2, below that the
reverse implication does hold true.

If a collection P of probability measures on €2 is given, one can define for each partial
history o’ € Q" a collection of single-period probability measures by

(2.18) PS(@) = (P(- | ) | P € P with P(') > 0}

where P5(- | ) is defined by (2.13). Conversely, if for each o’ € Q" a collection of single-
period measures Ps(w’) is given, then the family {Ps(w')}eqr defines a collection of
probability measures on 2 by

(2.19) P = (P|P(- | o) € Ps(e) forall o € Q" s.t. P(w) > O}

If the above relation holds, we say that the collection P is generated by the
family {Ps(w')}weq - In more concrete terms, the generated probability measures are
of the form

T
(2.20) P:(a,....ar) > [ [Pie)

=1
where for each ¢
6 See Artzner et al. (1999, remark 4.3) for a proof. Note that finiteness of ¢p in (2.16) is equivalent to

a weaker form of relevance, corresponding to the condition that the union of supports of test measures
contains Q”.
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]P? (S PS(((Xl, ey Oltfl)).

Starting with a given collection of probability measures P we can first form its associated
family of collections of single-period measures, and then form the collection P’ of mea-
sures generated by this family. It may well happen that the collection P’ obtained in this
way is larger than the original collection P; see for instance Example 2.1. In the following
definition we introduce a term for collections of probability measures that do not change
under the operation just described.

DEFINITION 2.4. A collection of probability measures P on a sequence space €2 is said
to be of product type if

(2.21) P={P|P(|o) € P()forall ' € Q"s.t. P(w') > 0}.

Example 2.1 has shown that a multiperiod acceptability measure specified by a collec-
tion of test measures via (2.16) is not necessarily dynamically consistent. The following
lemma will be used below to prove that dynamic consistency does hold for acceptability
measures obtained from product-type collections of probability measures.

LEMMA 2.3, Let P be a product-type collection of test measures, with generating fam-
ily {P5()}weqr, and let the associated acceptability measure be denoted by ¢. For any
product X and any partial history o' € Q", we have

(2.22) o(X|w) = inf Epp(X|wa).
PePS(w')

Proof. Take a partial history o/, a position X, and a test measure P € P. By the law
of iterated expectations, we have

EP[X| Cl),] = EPS( \w/)EP[X| a)’a]
> EPS(, | o) %2}; E]}D[X| a)/ot]
= EPS( \a)’)¢(X| w’oz)

inf  Epp(X|o'a).
PePS(w')

v

Since this holds for all P € P, it follows that
¢(X|w) =inf Ep[X|0]> inf Epp(X|w'a).
PeP PePS(w')
To show the reverse inequality, take ¢ > 0 and let P € P5(w’). Because ¢(X | w'a) =
infpep Ep[ X | @], we can choose for each « a probability measure P, € P such that
Es,[X|o/a] < $(X|w/a) + .

By the assumption that the collection P is of product type, there exists a probability
measure P € P such that P*(- | ') = P and P(- | w'«) = Py (- | ') for all @ € 4. Then

Ep[X| '] = Eps(.|w) Ep[ X | 0'a]
= EpEp,[X|0a]
< Ep(¢p(X| ') +¢)
= Epp(X|o'a) +¢.
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It follows that
Epp(X|w'a)> Ep[X|o']— & > ¢(X| o) —e.

Since this holds for all positive ¢, we obtain Epp(X |w'a) > ¢(X | '), and since P €
PS(w') was arbitrary, it follows that

inf Epp(X|w'a) > ¢(X]|).
PePS(w)

This completes the proof. O

We now show that, for coherent multiperiod acceptability measures, the properties of
dynamic consistency and of representability by a product-type collection are in fact
equivalent.

THEOREM 2.2. A4 coherent multiperiod acceptability measure is dynamically consistent
if and only if it can be represented, via relation (2.16), by a product-type collection of
probability measures.

Proof. Let a multiperiod acceptability measure ¢ be defined by the relation (2.16)
where the collection P is of product type. The preceding lemma shows that, for each
position X and each o’ € Q”, the degree of acceptability ¢(X | ') is determined in terms
of the values of ¢(X | '), and it follows immediately that the acceptability measure ¢ is
dynamically consistent.

Conversely, let ¢ be a dynamically consistent and coherent acceptability measure.
As noted in Lemma 2.1, the single-period acceptability measures ¢, derived from
¢ are all coherent, and so by the representation result Theorem 2.1 there exists for
each o' € Q” a collection Ps(w’) of probability measures on the event set 4 such
that ¢,/ (Y) = inf pepy(ory EpY for any single-period position Y. Let P denote the product-
type collection of probability measures on €2 that is generated by the family {Ps(w')}ocqr
(notice that P5(w’) is nonempty because of Assumption 2.1). For any position X, we have

(X 0) = ¢ (P(X | ')
= inf Epp(X|o'a)
PePs(w)

= ¢p(X| @),

where we used the preceding lemma in the final equality. This shows that ¢ is represented
by the product-type collection P. d

3. PRICING IN INCOMPLETE MARKETS

The main purpose of this section is to obtain price bounds for derivative products in
incomplete markets. For this purpose, we suppose that an acceptability measure (i.e., a
collection of test measures) has been selected in a sufficiently conservative way so that,
in a straightforward extension of the standard arbitrage argument, any opportunity that
is acceptable according to this measure would be quickly eliminated in the market. After
this adjustment has taken place, the price of any asset must be such that it is not possible
to create acceptable opportunities by means of any admissible portfolio strategy. We aim
to compute the resulting price bounds explicitly.
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3.1. Absence of Strictly Acceptable Opportunities

We assume that n basic assets are present in the market, whose prices are described
by a function S: Q' — R”. Foreach 0 < ¢t < T, an F,-measurable function S, : Q — R”
is defined by S)(w) = S(w|;). A trading strategy is a function from Q' to R”, interpreted
as a rule that assigns to each partial history o’ € Q' a position in the basic instruments.
Again, if g : Q" — R” is a strategy, we write g,(w) = g(w|,). Each trading strategy defines
a position, namely, the total result of the strategy that is given by

T-1

3.1) HE =) g/ (S = S),
t=0

for a self-financing strategy with zero initial investment. Given a basic acceptability mea-
sure ¢, we define the acceptability measure of a position X subject to a strategy g by

(3.2) ¢*(X) == (X + H®).

Let us assume that a nonempty set G of allowed hedging strategies has been fixed. We
can then define, for any position X, the optimal degree of acceptability taking hedging
into account

(3.3) ¢*(X) 1= sup ¢*(X).
g2eG

In general the supremum need not be finite. If ¢*(X) = oo then arbitrarily high degrees of
acceptability can be achieved, which may not seem realistic at least in some interpretations
of acceptability measures. Therefore, we are interested in conditions that ensure finiteness
of the supremum in (3.3).

Consider first, as in Carr et al. (2001), a single-period economy with traded assets
S0, ..., 8" and with a collection P of probability measures on the finite set Q of states
of nature. The price of asset i at time 7 ( = 0, 1) is given by S’; S is the numéraire that
always has price 1. The economy is said to allow strictly acceptable opportunities if it is
possible to form a strictly acceptable portfolio at zero cost; that is, if there exist portfolio
weights ay, . .., a, such that

iafSB =0
i=0

EpZa,«S’i >0 forallPeP
i=0
n

Ep) S} >0 forsomeP e P.
i=0

Carr et al. (2001) have argued that if a collection of test measures is chosen sufficiently
large so as to reflect a widely held market view, it can be assumed that there will be
no strictly acceptable opportunities in the economy. The NSAO (“no strictly acceptable
opportunities”) condition is a stronger requirement than absence of arbitrage,” and in
incomplete markets it therefore leads in general to tighter bounds on prices of contingent
claims than would be obtained by the no-arbitrage condition alone.

7 Note that Assumption 2.1 guarantees that no arbitrage opportunity can be overlooked by every test.
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In a multiperiod setting, we interpret the NSAO condition as the requirement that
no self-financing investment strategy with zero initial cost should produce a strictly ac-
ceptable result. It is easily verified that a necessary condition for the NSAO condition
to hold for a given multiperiod economy is that each of the associated single-period
economies should be free from strictly acceptable opportunities. As can be seen from
simple examples, however, this condition is not sufficient.

EXAMPLE 3.1. Consider the two-period binomial tree of Example 2.1 again, with the
same collection of two test measures. Suppose there are two assets S and B. The value of
B is always 100, whereas for S we have

S(0) = 100, S(u) =110, S(d) = 90,
S(uu) = 120,  S(ud) = S(du) = 100,  S(dd) = 80.

Itis easily verified that none of the single-period economies derived from this model allows
strictly acceptable opportunities. Now consider the dynamic strategy that is defined as
follows. Take no position at the initial time; at time 1, take a position 1 in the asset S (and
—1.11in B) if an “up” movement occurs, and take the opposite position (and 0.9 in B) if
a “down” step takes place. The expected result of this strategy under test measure P; is

0.6-(06-10+0.4-(-10))+04-(0.6-(—10)+0.4-10) = 0.4
while under P, we find
04-(04-104+0.6-(—10))+0.6-(0.4-(—10)+0.6-10) = 0.4.

So the expected result is positive in both cases; “momentum” strategy creates a strictly
acceptable opportunity.

In the example, the collection of test measures is not large enough to counterbalance
the flexibility of dynamic strategies. An obvious way to extend the set of test measures is to
form the product-type collection generated by the single-period probability measures that
are implied by the two original test measures; this is the procedure already suggested just
before Definition 2.4. For instance, this would generate a measure that assigns probability
0.6 to an “up” movement in the first step but probability 0.4 to the same movement in the
second step, conditional on the occurrence of an upward movement on the first step. It can
easily be seen that the set of eight probability measures obtained in this way is sufficiently
large to eliminate all strictly acceptable opportunities in the example economy.

A necessary condition for the multiperiod NSAO condition to hold is that each of the
single-period economies satisfies the NSAO property. Under the assumption of dynamic
consistency, this condition is sufficient as well, as shown in the theorem below.

THEOREM 3.1.  Consider a multiperiod economy with assets S', ..., S" and a collec-
tion P of test measures. If the collection P is of product type, and if no single-period
economy allows a strictly acceptable opportunity, then the multiperiod economy allows no
strictly acceptable opportunities.

The proof of the theorem is given in the Appendix. It has been shown by Carr et al.
in a single-period situation, and under the assumption that the set of test measures is
finite,® that absence of strictly acceptable opportunities is equivalent to the existence of a

8 Equivalently, it may be assumed that the set of test measures is finitely generated, i.c., there exists a finite
set of measures such that each test measure can be written as a convex combination of these.
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representative state pricing function that expresses the prices of Arrow—Debreu securities
as expected values under a certain linear combination, with strictly positive coefficients,
of test measures. It follows from the above result that, under dynamic consistency, this
property can be generalized to the multiperiod situation.

REMARK 3.1. In Theorem 3.1, dynamic consistency is a sufficient but not a necessary
condition for absence of strictly acceptable opportunities in the multiperiod economy. It
may be verified that in Example 3.1 the NSAO condition can also be obtained by adding
just one test measure, for instance the measure P53 that assigns probabilities 0.24, 0.26,
0.26, and 0.24 to the events uu, ud, du, and dd, respectively. Product-type completion
of the two given measures leads to the addition of six test measures. So the theorem
above provides a way of guaranteeing NSAO that is systematic, but possibly conservative.
Fulfillment of the multiperiod NSAO property is already achieved by the addition of any
test measures such that there is a nontrivial convex combination of the extended collection
of test measures that produces a martingale. In the numerical example given before, note
that %Pl + }JP’Z + %]P’3 is a martingale measure (which is in fact unique in this example).
It may also be noted that the anomaly of Example 2.1 is not cured by the addition of the
test measure Ps.

3.2. Recursive Formulation of Price Bounds

Given a product X and a set of admissible hedging strategies G, the degree of accept-
ability of X at time zero under optimal hedging has been defined as
(3.4 ¢*(X) = supp(X+ H®).

geG
In Jaschke and Kiichler (2001, proposition 7), it is shown that if ¢ is coherent, and G is a
cone, then ¢* is coherent as well. In this way one obtains coherent valuation bounds for
X aprice for X outside the interval [¢p*(X), —¢*(—X)] would induce a strictly acceptable
opportunity consisting of a suitably hedged long or short position in X. We will be
interested below in obtaining recursive schemes to compute these bounds.

It is possible to characterize the transformed family P* that represents ¢*, in the sense
that ¢35, = ¢p-; see Follmer and Schied (2002a; 2002c) for results in a more general setting.
Our main interest in this section is to obtain recursive schemes for the computation of
the optimal degree of acceptability under hedging.

For the purposes of the recursion, we define for a given hedging strategy g

T—-1
(3.5) Hi @) = g/ (@)(S41(0) — S() (0 € Q).

Note that the lower limit of the summation in (3.5) is # = 7. In keeping with the standard
convention that assigns the value zero to a sum with no terms, we set

Hj(w) =0,
for all histories w and all strategies g. For a given product X we define
(3.6) P (X|) = (X + HY,,) | o)
and
(3.7 9" (X @) = sup ¢*(X| ).

geG
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The following theorem provides a recursive max—min characterization of the optimal
degree of acceptability. The proof of the theorem is provided in the Appendix.

THEOREM 3.2.  Consider an economy with asset prices S' : Q' — R(i =1,...,n) and
with a collection P of test measures that is of product type. Let the collection P be generated
by the family {P*(@')}yeqr. Assume that a set of admissible hedge strategies G is given
consisting of all functions from Q' to G where G C R". For any product X and any partial
history o' € Q", we have
(3.8) ¢*(X|w) = sup inf ) Ep[¢p*(X|w'a) + 7 (S(wa) — Sa))].

yeG PEPS(@
If forall o' € Q' the supremum in (3.8) is achieved, say iny (&), then the strategy g* defined
by
g y() (e ).
optimizes the degree of acceptability of the position X, i.e., for all o' € 2/,
(3.9) ¢*(X|o) = ¢ (X ).

The theorem does not claim that there is a unique strategy that optimizes acceptability. It
may well happen that at one or more partial histories o’ there are several different values
of y that achieve the supremum in (3.8). In this case there are several different strategies
that reach the same optimal level of acceptability.

In the above, we have allowed restrictions of hedging positions so that for instance
short-selling constraints can be accommodated. These restrictions could be made state
dependent at the cost of just a bit more complex notation. If hedging positions are
unrestricted, on the other hand, then the max—min characterization can be considerably
simplified. The following implication of proposition 20 of Follmer and Schied (2002a),
which in fact does not involve dynamic consistency at all, deserves to be made explicit in
this context. A derivation is given in the Appendix. The proposition below can also be
derived from the version of the fundamental theorem of asset pricing due to Jaschke and
Kiichler (2001, corollary 8).

PROPOSITION 3.1.  Let P be a collection of test measures representing an acceptability
measure ¢ for a multiperiod economy given by an asset price process S. Under the assump-
tion of unrestricted trading (G = R"), the optimal acceptability measure ¢* in (3.4) is
represented by the set Py of all measures in the closed convex hull of ‘P under which the
price process S is a martingale.

We hence may write ¢}, = ¢p,. By combining this with Theorem 3.2, the max—min
problem in (3.8) can simplified considerably.

COROLLARY 3.1. Assume the setting of Proposition 3.1, with Py of product type. Let
the collection of single-step martingale measures in P*(w") be denoted by Py(«'). If Py(w')
is not empty, then

(3.10) ¢*(X|o)= inf Ep¢d*(X|o'a).
PEPS ()
So, under unrestricted trading, optimal hedging reduces the set of test measures to the

set of its risk-neutral elements, whose evaluations are not affected by trading. If the
remaining collection of risk-neutral measures is dynamically consistent, the backward
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recursion in (2.22) for acceptability can be applied in terms of price bounds. When the
set Pg(w’) over which minimization takes place is empty, the relation (3.10) still holds on
the basis of the convention that the minimum over an empty set is 0o; in this case, the
NSAO condition is not satisfied.

4. THE AXIOM OF DYNAMIC CONSISTENCY

In the literature on choice under uncertainty in multiperiod situations, dynamic con-
sistency appears to be widely accepted as an aspect of rational behavior. For instance,
Barberis, Huang, and Santos (2001) emphasize that the agents they construct are dy-
namically consistent. The axiom system of Artzner et al. (1999) has inspired a number
of papers on multiperiod risk measures, including Artzner et al. (2003), Riedel (2003),
Weber (2003), and Frittelli and Rosazza Gianin (2004). In each of these contributions
an axiom of dynamic consistency is imposed, although the precise content given to the
axiom differs between papers. Cochrane and Saa Requejo (2000), in their discussion
of “good-deal bounds” in a multiperiod setting, assume that the uncertainty structures
in successive periods are independent of each other, which is analogous to the product
property that we have discussed here.

Epstein and Schneider (2003) adopt an axiom of dynamic consistency as well, but
they also add a discussion of the applicability of the axiom. As it is the case with all
axioms concerning decision making, it is indeed important to be aware of situations
where seemingly natural rules may be violated. Epstein and Schneider provide an ex-
ample of a situation in which a rational agent might well show time-inconsistent behav-
ior. A key role in this example is played by the fact that ambiguity may be increased,
rather than decreased, by the arrival of new information. Ambiguity aversion may lead
an agent to avoid such situations, and this may lead to time-inconsistencies. It has in
fact already been demonstrated in the classical work by Kahneman and Tversky (1979)
that human decisions tend to be sensitive to the order in which choices are
presented.

While it is difficult to summarize human decision making in a set of rules, a more
normative approach may be appropriate for decision making in financial institutions, or
for purposes of regulation. In particular it seems reasonable to exclude situations as in
Example 2.1, where a particular product is considered acceptable at price 48 whereas in
all scenarios the accepted price at the next time instant would be only 40. The axiom of
dynamic consistency does indeed prevent such situations from occurring.

The property of absence of strictly acceptable opportunities is a strengthening of the
property of absence of arbitrage. Although of course in actual markets it may happen
that strictly acceptable opportunities exist, just as arbitrage opportunities may sometimes
arise, we believe that the NSAO property is useful as a starting point for analysis. We have
shown above that the NSAO property is implied by dynamic consistency. It should be
noted though that the implication only goes one way, and that absence of strictly accept-
able opportunities may well hold in situations where the axiom of dynamic consistency
as formulated above is not satisfied, as illustrated by Example 3.1. Therefore, taking the
“product closure” of a given collection of test measures can be a rather conservative way
of ensuring that NSAO is satisfied. At this moment, we are not aware, however, of any
other systematic way of extending a given collection of test measures that achieves com-
pliance with NSAO in a less-conservative manner. Forming the product-type completion
has the additional benefit of removing the type of anomaly found in Example 2.1, which
is not always the case with alternative methods of achieving NSAO (cf. Remark 3.1).
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Typical examples of collections of test measures that do not satisfy the product property,
and that therefore do not represent dynamically consistent acceptability measures in the
sense of this paper, are collections of measures formed on the basis of unknown-but-
constant volatility. Such collections are formed by allowing a range of possible volatilities
at each time step, but not allowing the volatility to vary from one time step to the other.
In this way one obtains a collection of measures parameterized by a single volatility
parameter. Models of this type assume that there is a true constant volatility, but we
are just uncertain as to the exact value of this parameter. One may argue that, if such a
supposition would be true, observations from the past would already have enabled us to
estimate the actual volatility parameter to a high accuracy.

The product property expresses that the uncertainty about the whole multiperiod prob-
ability measure takes the form of uncertainty about each singleperiod conditional prob-
ability measure separately. A possible source of the latter uncertainty could simply be
the changeability of the world in which we live. It is important to note that the product
property does allow this uncertainty to be state dependent. The choice of suitable state
variables provides a way to introduce model assumptions concerning the uncertainty
introduced at each step in different situations.

EXAMPLE 4.1. Consider the following stylized example with N periods and events
A = {oy, oy, ¢_} corresponding to relative price changes given by 1 +¢,1, and 1 — ¢,
where 0 < & < 1. Let P, denote the one-step measure assigning probabilities (1 — ¢)/2, g,
and (1 — ¢)/2 to the events o, ag, and «_, respectively. Uncertain volatility can be mod-
elled by considering test sets of the form P = {P|P*(- | ') = P, for some ¢q € I}, for a
given subinterval I = [giow, gnign] of [0, 1]. The modeling can be refined by making the
interval [ history dependent. For example, the interval might depend on an exponentially
weighted average of the occurrence of event « in the string «’. Many alternatives are
possible, at the cost of extending the state variable; for instance I(w’) could be made to
depend on implied volatilities that are observed in the market. In a similar way, one could
consider multinomial distributions obtained from discretizing other popular models in
finance, such as sets of lognormal distributions with mean and variance ranging over
state-dependent intervals in each period.

5. CONCLUSIONS

We have considered the multiperiod extension of the notion of coherent risk measures
as introduced by Artzner et al. (1999). Our main conclusions are that the addition of a
dynamic consistency axiom leads to a simple and attractive characterization of coherent
dynamic acceptability measures, and that the framework obtained in this way allows
characterizations of price bounds for derivative assets in incomplete markets that are
natural counterparts of the well-known results for the complete market case.

We have worked within the simplest possible setting that allows consideration of
partially revealed information and dynamic hedging. Interpreting our results from a
continuous-time perspective, one might say that the product property would favor ap-
proaches that measure discrepancy between models in terms of an entropy rate, such
as Pathak (2002), Trojani and Vanini (2002), and Sbuelz and Trojani (2002), above ap-
proaches that work with total relative entropy as a distance measure.’ In the absence of

9 See for instance Mikild, Partington, and Norlander (1999) and the references therein for analogous
developments in control theory.
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axiomatic underpinnings of continuous-time utility specifications, however, it remains
difficult to make any definitive statements. Steps toward axiomatization of the coherent
framework in a continuous-time setting have been taken by Delbaen (2003).

In this paper, we have worked with the axiom of positive homogeneity, following
Artzner et al. (1999). In some applications, such as portfolio optimization, this axiom
may not be attractive. To accommodate these situations, the framework of Artzner et al.
(1999) can be extended by adding a function that associates to each test measure a corre-
sponding “floor,” cf. Carr et al. (2001), Follmer and Schied (2002a—c). It has been shown
that this extension corresponds to replacing the homogeneity axiom of Artzner et al.
(1999) by a convexity axiom, and that, under suitable continuity assumptions, the repre-
sentation (1.2) of Gilboa and Schmeidler (1989) can be obtained from the thus modified
axiom scheme, even though this scheme is different from the one used by Gilboa and
Schmeidler (Follmer and Schied 2002a, theorem 5, corollary 14). Naturally it would be
of interest to extend these results to the intertemporal setting; this may lead to alternative
axiomatic foundations for the dynamic Gilboa—Schmeidler specifications of Wang (2003)
and Epstein and Schneider (2003).

For applications to pricing in incomplete markets, a key challenge is to find robust utility
specifications that are (i) tractable, (ii) stable in the sense that calibrated parameters do
not vary erratically over time, and (iii) successful in the sense that price bounds for exotic
derivatives are tight and in conformity with market practice. The development of this
paper suggests certain forms of such specifications and certain properties that may be
considered attractive. However, this is of course still a long way from providing concrete
specifications that are suitable for particular markets, and much exploratory work in this
direction remains to be done.

APPENDIX
Proof of Theorem 3.1. 'We need the following definition.
DEFINITION A.1. A set of vectors {xi, ..., x¢} C R” is said to be positively complete
if there exists no vector g € R” such that g"x; > 0 for all i and g " x; > 0 for some i.

An equivalent formulation is that the nonnegative cone generated by the vectors x; is the
same as the linear span of these vectors; this motivates our terminology. If for each i =

1,..., Nwehaveaset X; of vectorsin R, we can form the product set X = X7 x --- x Xy
which is defined by

X1
(Al) X = X1 € Xi,...,xy € Xy CR",

XN,

where n = ny + - - - + ny. For instance, the product of a set of three vectors in R? and a set
of four vectors in R? is a set of twelve vectors in R>. We can now formulate the following
lemma.

LEMMA A.2. A product of positively complete sets is again positively complete.

Proof. Fori=1,..., N,let X;denote a set of k; vectors in R", and suppose that each
set X; is positively complete. Suppose (g1, ..., gn) € R" x --- x R" is such that
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N
Zngxi >0,
oy

forall (x1,...,xy) € X1 x --- x Xy. We have to show that these conditions imply that

N
Yl =0
i=l

for all (x,...,xy) € X1 x --- x Xy. Take a fixed sequence (x3, ..., xy)in X3 x --- Xy,
and let X; consist of the vectors x}, el x}(l. By Stiemke’s lemma (see for instance Man-
gasarian 1969, p. 32), there exist positive numbers «j, ..., o, such that ozlx% 4+ 4
ey x}(l = 0. It follows that

ky N ky N
T,.1 T T
0= ajlelx+) glxn) =D o ) glx.
j=1 i=2 j=1 i=2

so that in particular

N
Zg,-T x; > 0.
i=2
Since x», ..., xy were chosen arbitrarily, it follows that the above relation holds for all
collections (x2, . . ., xy). The reasoning can be repeated to show that 3"~ , ¢ x; > 0 forall
collections (x3, . . ., xy). Continuing in this way, we finally find g xy > Oforallxy € Xy.

By the assumption in the lemma, it follows that actually we must have g5xy = 0 for all
xy. Repeating the same exercise for a different order of the indices, we find for all i that
g/ x; = 0 for all x; € X;. The claim of the lemma follows.

Proof of Theorem 3.1( continued). Suppose that the condition of the theorem holds
and let g be a trading strategy such that Ep H® > 0 for all P € P; we then have to show
that in fact Ep H® = 0 for all P € P. To see this, note that we may write

T-1
Y P) {Z g/ (@)(S1(w) — Sf(w))}
=0

we 1=

Ep H?

> P(w) [ > g @)(S@'a) - S(w’))}
weR w'a<w

> @)Y P a)Sea) — S

' e’ acA

Lemma A.2 applies with the collections of vectors { . , P(o')[S(w'«r) — S(')] | P € P}
playing the role of the collections X;, and the set of partial trajectories Q" playing the
role of the index set {1, ..., N}. The statement in the theorem follows in this way from
the assumption on the single-period economies. O

Proof of Theorem 3.2. Take a product X and a partial history ’; let 7 = 7(«'). To
show that the left-hand side of (3.8) is at most equal to the right-hand side, take a
strategy g € G. We have:
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P*(X o) = ¢(X+ HE | o)

= inf Epp(X+ H? ‘a)a)
PEPS(a)

= PeiPnS{w,) Epp(X+ HE, | + g(0) (S(@a) — S()) | o)

=l Ep[p(X + H. | e) + g0 (S@a) ~ Sw)]

. lpnsf Ep[¢*(X|o'a) + g(@) (S(@'a) — S())]

sup 1nf Ep[¢ (X|o'a)+y T (S(@a) — S())

yeG PePS(

IA

IA

Since this holds for every g € G, we find

¢*(X|o') <sup inf Ep[¢*(X|w'a)+y (S'a)— S,

yeG PePS(w)
which completes the first part of the proof. To show the reverse inequality, take y € G
and ¢ > 0, and let g be a strategy such that
P (X|o'a) > ¢*(X|wa) — &,

and g(w') = y. We have

¢*(X| o) = ¢*(X] o)

= inf Ep[¢*(X|w'a)+y (Swa)— S))]
PePS(w)

v

inf Ep[¢p*(X|o'a)+y " (S@a) - S@))] -
PePS(a)
Since this holds for every y € G and every ¢ > 0, we can take supremum with respect to
both y and ¢ and obtain

o"(X|o) zsup inf ' Epl¢"(X| o)+ (Swa) = S@),
veG @
as required.

Concerning the second statement, take a strategy g € G and a product X : @ — R. The
proof proceeds by induction with respect to the difference of final time and current time.
For complete histories w € €2, the normalization property implies that ¢(X | w) = X(w)
for all strategies g and so the condition (3.9) is trivially satisfied. Now assume that (3.9)
holds for all partial histories of length v + 1, and let ’ be a sequence of length 7. Then
we can write:

P*(X|) = ¢p(X+ HE | o)
= inf qu)(X-l-Hg‘a)(x)

PePS(w')
= Peipnst(“w,) Ep[¢(X+ ‘H—l | 1) a) + g() T (S(w'a) — S(a)’))]
< inf Edfp(X]0/a) + ¢(@) (Swe) — Sw))]

<sup inf EP[¢ (X|o'a) +y(S(@'a) — S@))]
yeG PePS(of
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Ll Eplp (X|o/e) +(5°(@) (Swe) — S(@))]

= inf Epp(X+ HE |a)/a)
PePS(w)

= ¢¢ (X| o).

This completes the induction step. The statement of the theorem follows. 0

Proofof Proposition 3.1. 'We show how this proposition can be seen as a special case of
proposition 20 in Follmer and Schied (2002a). Acceptability measures can be represented
by penalty functions, as follows. Let L°(2) denote the space of probability measures on .
The penalty functiona : L°(Q2) — R U {oo}, defined by a(PP) = 0if P € P, else a(P) = oo,
represents ¢p = infpe o) £p[-] + a(P). The minimal penalty function « is the penalty
function of the closed convex hull of P; this induces the same acceptability measure as P
itself does (cf. proposition 7 in the cited paper).

Applying proposition 20 (all conditions are satisfied) with ) equal to the penalty
function of the closed convex hull of P now yields that ¢* = (¢p)* = infpe o) Epl] +
a(P) 4+ «®(P) with o : L(Q) — R U {00} defined by a®(P) := sup,.g Ep[ H¥], cf. also
proposition 4.50 in Follmer and Schied (2002c). For a linear hedge set this amounts
to a®(P) = 0 if P € Py, and otherwise a®(P) = oco. The result follows.
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